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Network flows [1] discussed as a complicated physical 

systems such as multi-filamentation in optical beams, 

fiber solitons and ocean rogue waves [2], financial 

markets [3] or social behaviour [4], are commonly 

subjected to chaotic regularities. Chaotic behaviour 

refers to a behaviour which, being irregular is generated 

by an underlying deterministic process and, therefore, is 

potentially controllable. 

Usually, due to the experimental limitations only one 

dimensional data is available for chaotic physical 

systems which have higher dimensionality. Very often 

such phenomena can’t be described analytically or even 

solved numerically. In such a case the only possibility of 

statistical analysis of experimental data – time series, 

remains. The powerful tool for time series prediction is 

state space reconstruction from one dimension 

experimental series. Suppose the observed scalar time 

series is 𝑥(1),  𝑥(2),  … ,  𝑥(𝑁). According to Taken‘s 

theorem, an embedding of the chaotic attractor can be 

obtained by constructing the delay vectors 

𝑋(𝑛) =  [𝑥(𝑛),  𝑥(𝑛 − 𝜏),  … ,  𝑥(𝑛 − (𝑚 − 1)𝜏]
𝑇

, 

where 𝑛 = (𝑚 − 1)𝜏 + 1,  (𝑚 − 1)𝜏 + 2,  … ,  𝑁,  and 

m is an embedding dimension and 𝜏 is a time delay.  

Deterministic predictions are based on continuous 

mapping between the current state and the future state, 

meaning that if the state at time 𝑡 is similar to the 

current state 𝑋(𝑛), then the state at time 𝑡 + 1 will 

also be close to the future state 𝑋(𝑛 + 1). 

The local linear prediction model suggests that the 

prediction is a linear superposition of the 𝑚 elements 

of a delay vector, that is  

𝑋𝑝𝑟(𝑛 + 1) = 𝑎0 + ∑ 𝑎𝑖𝑥(𝑛 − (𝑖 − 1)𝜏) = 𝐴𝑌(𝑛)

𝑚

𝑖=1

,   

where 𝐴 = [𝑎0,  𝑎1,  … ,  𝑎𝑚], 𝑌(𝑛) = [1,  𝑋(𝑛)𝑇]
𝑇
.  

𝐴 can be obtained from 𝐴�̂� = �⃗⃗⃗�, where �̂� is a matrix, 

𝑖 th column of which is composed of 𝑌(𝑛𝑖), i.e. 

𝑌(𝑛𝑖) =  [1,  𝑥(𝑛𝑖),  𝑥(𝑛𝑖 − 𝜏),  … ,  𝑥(𝑛𝑖 − (𝑚 − 1)𝜏]
𝑇

, 

�⃗⃗⃗� = [𝑥(𝑛1 + 1),  𝑥(𝑛2 + 1),  … ,  𝑥(𝑛𝑘 + 1)]. Then the 

coefficient vector 𝐴 can be found from 𝐴 = �⃗⃗⃗��̂�−1. 

The main problem related to the state space 

reconstruction is the uncertainty of parameters, namely 

time delay  and reconstruction dimension m, necessary 

for it. The different techniques used to determine before 

mentioned parameters were analysed in the present 

work. Delay is obtained using the autocorrelation, 

mutual information and time window while embedding 

dimension is found via false nearest neighbors. 

Additionally, the new approach for evaluation the delay 

 based on dimension variance analysis has been 

introduced.  

Widely used way of assessing  by means of 

autocorrelation 𝑅𝜏 =
∑ (𝑥𝑗−𝑥)(𝑥𝑗−𝜏−𝑥)𝑛

𝑗=𝜏+1

∑ (𝑥𝑗−𝑥)
2𝑛

𝑗=1

 may result in 

bad value of  for nonlinear systems. The delay, 

obtained by matching the first minimum of mutual 

information 

𝐼(𝑥𝑡 , 𝑥𝑡+𝜏) = ∑ 𝑃(𝑥𝑡 , 𝑥𝑡+𝜏) ln
𝑃(𝑥𝑡,𝑥𝑡+𝜏)

𝑃(𝑥𝑡)𝑃(𝑥𝑡+𝜏)𝑡, 𝑡+𝜏  is more 

prospective since it encounters higher correlation terms. 

Some authors suggest attitude named Time window, 

where  is defined as 𝜏 = 𝑡𝑤/𝑚, where 𝑡𝑤  is time 

between time series peaks, interpreted as the mean time 

between two consecutive visits to a local neighborhood 

on the attractor. Examining the pointwise dimension 

𝑀𝑝(𝑖, 𝜏) = lim𝜖→0

log
1

𝑁
∑ 𝜃(𝜖−𝑟𝑖,𝑗)𝑁

𝑗=1

log (𝜖)
 [5] it is possible to 

conclude that the condition of the best attractor 

reconstruction in the state space can be defined as a 

minimum point of Mp(i,) variance:  𝑓(𝜏) =
1

𝑁
∑  (𝑀𝑝(𝑖, 𝜏) − �̅�𝑝)2.𝑁

𝑖=1 Above, 𝜃  is the Heaviside 

function, ri,j  – Euclidean distance between state space 

points, and 𝜖 – an arbitrarily small radius related to the 

point. Different approaches were evaluated by the 

possibility to reconstruct attractor adequate to original 

one ant to predict original time series. In this work, well 

known chaotic systems – Mackey-Glass, Lorenz, 

Rӧssler have been analyzed. For Mackey-Glass 

sequences the best results were found by Time windows 

approach – up to 2000 future point forecast succeeded 

with =17. Other series exposed better when mutual 

information was used. It is rational to suppose, that the 

results reflect the model structure - Mackey-Glass 

system possesses a well-defined time-delay parameter, 

while other – are described by a sets of three nonlinear 

coupled differential equations without any explicit time 

delay. The dimension variance technique is suitable for 

all cases; it is more stable and yields acceptable results 

for all process under investigation, though not optimal 

(e.g., 600 point prediction for Mackey-Glass).  
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